Some thoughts on security for the VOS operating system

In the last couple of months there have been a number of well publicized FTP and telnet buffer overflow exploits, not to mention the usual crop of worms and virus. This has generated a number of issues entered with the CAC regarding the exposure of VOS to these exploits and I thought that it might be a good time to revisit the entire subject of security for VOS. Because of the large volume and complexity of material whenever possible I’ll just refer you to references. My goal in this article is to make you aware of ideas and tools that you might not be familiar with and point you to places to get more information.

Passwords

The first or last layer of security (depending on how you look at it) is user authentication. Once a person sitting in front of a terminal is authenticated as user X then that person has all the privileges of user X. Currently, VOS uses passwords to authenticate a person. If that person knows the user ID and password it is assumed that he (or she) is that user. There are rules for creating hard to guess passwords. I won’t take the space to go over them but I will point you to http://www.oc.nps.navy.mil/~cook/Security/oc2020_password.html and http://www.adpc.purdue.edu/BSC-Pete/passwrds.htm. Using the comands set_password_security and login_admin  you can force users to use some of those rules and to periodically change passwords. By the way, if the default user “Install” still has the default password of “secret”, now would be a good time to change it. So far I haven’t seen VOS on any lists of known passwords (try searching on the web for default password) but you can bet that it’s not a secret.

Of course sometimes it is not necessary to guess a password. Crackers often impersonate system administrators, call up users and ask them to change their passwords to something “for testing” or call system administrators, impersonating a user and asking for a password to be reset because they changed it yesterday and now can’t login. This process, called Social Engineering, works a surprising amount of the time. You should have policies in place that educate and periodically remind your users about this kind of thing and how to report it. (see http://packetstormsecurity.org/docs/social-engineering/ ). If you are using STCP and are on release 14.4 you can use an external RADIUS server to authenticate users (see >system>doc>r14.4.0_srb.memo). When using a RADIUS server, users can use a password-generating token, which generates a 1-time passwords that changes every minute. Even if a cracker copies a user name and password off the network it will be useless to him.

I’ll leave the topic of social engineering with a brief comment about voice mail messages that indicate that you will be on vacation or those automatic E-mail responses indicating that you are on vacation. It is very convenient to automatically notify co-workers and associates that you are gone.  Unfortunately, it also lets crackers know that you are gone and that will not be noticing any strange behavior on your account for the period specified in the message. You are now a prime target for someone to try to guess your password or for calling up an administrator and asking that your password be reset. 

Authorization versus authentication

Once user X is authenticated, using standard VOS passwords or a RADIUS server, you want to make sure that he or she is authorized to do no more than they are suppose to.  The first thing to do is make sure that only those people that really require a privileged login have one. Next review the ACLs on all commands to make sure that are appropriate.  For example can the temporary clerk hired for the summer execute the network monitor command packet_monitor? With packet_monitor running he can pick off user names and passwords from the network. Can he replace the print command with one that not only prints but also quietly gives read access to *.* to the file being printed? Figuring this out can be a real chore but it is well worth it. I was really surprised to discover how many users and groups had access to my home_dir (display_access *.* -all). Finally make sure that users are disabled as soon as they leave the company or project that required them to get access in the first place.

Logs

Turn on security logging (see the command security_admin) and review the logs. You can also have the system notify a specific terminal when a entry is written to the security log (see the command notify_security_violation). The log records things like attempts to access files when the user doesn’t have access, attempts to run privileged commands when the user is not privileged, logins with incorrect passwords, etc. Most will be innocent activities but perhaps not all.

The syserr log can also give you information on who is logging into the system and when. Try displaying todays syserr_log and matching on the word ‘switched’. You might try looking for anyone who is on vacation.

The os_telnet logs will give you a record of the IP address connecting via telnet, you can review them to make sure that you recognize all the IP addresses or at least network numbers. The STCP telnet log is not so useful but you can use TCP Wrappers to get the same log information (see more about TCP Wrappers below) Review the logs, it is tedious but pays for itself the first time something suspicious is found to be a real cracking attempt.

Don’t tell strangers who you are

When a user connects to a VOS module he sees a login image and a login banner. The image file (system>login_screen_image) can display a site logo and identifying information. Some of the images I have seen look really cool. However, to enhance security the only thing you want displayed is a warning that any unapproved use of any computer resources will be prosecuted. This won’t stop crackers but it might just let you successfully prosecute if you catch them. At least 1 cracker was released with the successful defense of “they didn’t say I couldn’t use their system”. Also an image that identifies the operating system will give crackers potential information about vulnerabilities and things like a default user name and password.

Removing identifying information from a login image will not completely remove the information from a login screen. The login banner, which by default includes the VOS release and module name must also be changed. There is some information in the >system>doc>cac_newsletter_0012 (search for “Please login”) on how to do this but it is slightly out of date. For an up to date procedure contact the CAC and ask for the procedures in alert 1892.

Currently there is no easy way to remove the identifying information from the FTP banner. However there is a procedure for patching the PMs to remove this information. Again contact the CAC and ask for the procedures in alert 1892. Note that doing this will prevent the use of the “type sequential” argument when both the FTP server and client are VOS systems since they will no longer recognize the other as being a VOS system. Removing this information will also prevent PC based FTP clients that auto-detect the type of system they are connected to from recognizing that that they are connected to a VOS system.

STCP also includes an SNMP (simple network management protocol) version 2 agent. This agent can be used to monitor network related statistics. The configuration file includes three fields, SysContact, sysName, sysLocation,, that can be used by network managers to contact someone when network management tools report a problem with the module. Just remember that you do not want to give a cracker any information about the system that could help in identifying it and any known vulnerabilities. You also don’t want to give a cracker information that could help him in a social engineering attack. The SysContact should be specified as a generic name, something that is only used in the SNMP contact, for example, SNMP-ON-CALL. Changing the SNMP community strings (see SNMP below) will also make it harder, but impossible, for a cracker to read this information.

Controlling listening ports and connections

I read somewhere that it doesn’t matter how good a lock is, there is someone who can pick it. Taken in a networking context this means that any unused network services should be stopped. OS_TCP comes with FTP, telnet, TFTP and bootp. STCP comes with those services and several others. There is not a system requirement that you run these services. If you don’t use FTP, don’t start it. Most sites don’t need to run TFTP and bootp but I can’t count the number of sites that I have found them running on.

On the other hand it might be interesting to provide an application that listens on some well know ports. The application could just record the IP address of the connector and then close the connection or it could try to simulate the service that normally listens to the port. The idea is that if you are not suppose to be running a WEB server and someone tries to connect to a WEB server on the module then it a good bet that that someone may be a cracker.

Akin to checking the doors and windows at night is to periodically check and see what network services are running on your system. You may not have started them but it doesn’t mean that someone else hasn’t. Do a “netstat –numeric –all_sockets” (works for both OS_TCP and STCP) and make sure that you know what application is listening to each service. An unknown port number is potentially an open door to your system. Also don’t concentrate only on listening ports. Make sure that you know the hosts (or at least the networks) for all the established connections. If you have a connection going to an unknown network or host its possible that you have an Trojan application running that establishes a connection to a cracker’s server instead of listening for the cracker to connect to it.

Controlling FTP usage

Starting in releases 13.5 and 14.1 (bug otf-106) FTP in OS_TCP has the ability to limit the users that can FTP into the module. Obviously the users have to be registered users or they will not be able to login but before this feature any registered user could connect to a module via FTP. Using the security_check_file argument in the ftpd command you can list users who are permitted to connect using FTP. If the list of who is not permitted is shorter you can do that too. Again, all I want to do here is point out the feature; I refer you to the FTPd command documentation for details.

STCP also has this feature. However, with the introduction of TCP_wrappers for STCP in release 14.4 this same capability is now available for all STCP applications.  TCP_wrappers can not only deny or allow access based on IP address but can also log all allowed or denied requests. Each application can have it own list of users and logs. I refer you to the 14.4 SRB.

The module as router and proxy

Both OS_TCP and STCP have the ability to act as a router, that is forward packets from one interface out another. By default this feature is on (this is the same as most UNIX TCP stacks). This can be a handy feature but it also opens a security hole. Unless you have a very specific reason for the module to act as router this feature should be turned off. STCP has a command IP_forwarding that can be used to turn forwarding on or off or just display the state (see the STCP admin manual). If you are using OS_TCP you will need to patch the system. Again contact the CAC for instructions, reference alert 1892.

You can use the “netstat –statistics” command to see if packets are being forwarded. Note that the most common reason for forwarding packets is having two subnets on the same physical network (or an incorrect subnet mask) not a cracker attack.

OS_TCP

netstat -statistics

. . .

ip:

    this machine is configured as a host, it is not able to forward packets.

         255    default ttl on ip/icmp datagrams

     3160524    datagrams received (incl. errors)

         752    datagrams forwarded
     3159772    datagrams delivered

. . .

Note that prior to VOS 13.5 and 14.1.0 the statement “this machine is configured as a host, it is not able to forward packets” can be ignored (see otp-611 ). The system will act like a router until you have patched the system as described in the alert. Also if the value of datagrams forwarded is 0 it will not be displayed unless you include the “-display_zeros” argument in the netstat command. 

STCP:

netstat -statistics -protocol ip

ip:

            0  incomplete IP headers

            0  header checksum errors

            0  bad data length fields

            1  ipforwarding (ON)

           60  ipDefaultTTL

         6575  ipInReceives

            0  ipInHdrErrors

            0  ipInAddrErrors

         2245  ipForwDatagrams
            0  ipInUnknownProtos

            1  ipInDiscards

. . .
Note that the STCP SNMP agent can be used to change the value of the STCP forwarding state.

The FTP server (either OS_TCP or STCP) includes a proxy feature that allows a client to send a file from 1 server to another without the intermediate step of downloading it to the client. It was designed in a kinder, general time. Crackers have discovered that they use feature to do host and port scans of a private network, login to a host and attack other hosts. When an FTP client starts a transfer it first sets up a port and then notifies the FTP server what port to connect to with a “PORT” command. Anyone who has done an FTP has seen the “PORT command successful” message. A cracker can modify the port command so that instead of supplying the client’s IP address it provides another IP address. A module with 2 interfaces can accept a connection on 1 (the public) interface and then a cracker using a modified port command can force the FTP server to make connections to the IP addresses on the other (private) interface. The error message that is returned (timeout, refused, or connected) gives the cracker information about the hosts on the private network. Once a host is found he can use the same technique to do a port scan.  Given that the cracker has a user ID and password it is possible for him to login and execute commands on a host on the private network via this feature. Finally the FTP server can be made to continuously try to connect to a host effecting a denial of service attack that appears to come from your module, the crackers address is hidden from the system being attacked. This is sometimes called an FTP bounce attack.

In OS_TCP (releases 13.5.0at, 14.1.0ao, 14.2.1ao and 14.3 (see otf-119)) and STCP (releases 14.1.0ao, 14.2.1.al, and 14.3 (sftp-210)) this feature can be turned off by using the “allow_any_port” argument with a value of no. This is the same argument in both OS_TCP and STCP. I refer you to the SRB for details. 

SNMP

SNMP v2 uses a simple string (called a community name) for security. The string is sent in clear text so anyone with a network analyzer can find out what it is. Unfortunately the SNMP agent in STCP uses the default community strings with no simple way to change them (see stcp-1593). This means that a cracker can  read and write a number of STCP configuration parameters without needing a network analyzer to determine the community strings. If you want to run the SNMP agent please contact the CAC for the procedures to patch the community strings to something a little harder to guess, reference (you guessed it) alert 1892. I strongly recommend that you do not run SNMP until the community strings are patched. 

OSPF

OSPF is a routing protocol that routers use to communicate their routing tables. It is the mechanism that keeps routers apprised of each other’s status so in the event of a link or router failure the other routers can bypass the failed device. If you have multiple routers on your network then you can run OSPF under STCP. This will allow STCP to dynamically adjust its routes in the event of a router or link failure. OSPF provides a authentication mechanism so that a cracker cannot just send a packet and adjust the routing table. Unfortunately, this authentication mechanism is not something that is entirely under your control. All routers (and the module) must use the same password so this must be coordinated with your network administrator. If you are running OSPF on your network I strongly recommend that you take advantage of the authentication mechanisms in OSPF. See the STCP Admin Guide for how to configure this.

NFS

NFS authenticates requests based solely on the UID and GID that are part of the packet and the IP address that the packet was sent from. There is no mechanism that validates that the IP address is really the IP address of the sender or that the UID and GID is that of the user that requested the packet. Spoofing packets so that they appear to come from an authorized host or authorized user is a very easy way to get information from NFS. In general you should never put sensitive information on an NFS mount point. 

network design

In today’s network environment most cable plants are designed in a star pattern. That is, a network device sits in a rack somewhere and each network host has a direct connection to a port in that device. There are two types of network devices, switches and hubs. Visually there is nothing that distinguishes one from the other; you just have to know what you have. Just to make things more confusing the terms are frequently used interchangeably.

Switches can provide significant security advantages over hubs. First, with a hub all packets are transmitted out of every port so anyone with a host connected to the hub can monitor all traffic on the network, including passwords and other sensitive data. Switches transmit traffic only between the ports actually connected to the hosts. So a host with a network monitor on port 5 will not see the packets for a connection between the hosts on port 1 and 2. This assumes of course that each switch port is directly connected to a single host. If it’s connected to a hub then of course there is reduced security for the hosts on that hub.

Most switches do have the ability to mirror packets between any 2 ports to a third port for debugging purposes so a switch’s shielding ability is not 100% but it requires active participation of someone with access to the switch, typically the network admin, to set the switch up to mirror traffic. Just remember that when the problem is resolved and the network analyzer is removed the mirror configuration should also be removed.

Another ability that some switches have is to monitor their ports for new MAC addresses. If a new MAC address appears on a port the switch can signal an alarm or shutdown the port. Cisco and Allied Telesyn calls this “port security”, Foundry calls it “lock address filters”. Other companies have other names but not all switches have this feature so be careful what you order.

Consider installing a firewall between your module and the network. Firewalls typically come under the preview of the network admin but they are typically concerned only with the firewall between the Internet and your intranet. This of course does nothing to protect you from the internal cracker and sorry to say but most attacks are internal. Your firewall can make sure that only connections to approved hosts or networks for your system are allowed. A firewall may also protect the module from some forms of denial or service attacks (see below). 

Buffer overflows and denial of service attacks

The two big exploits that have been in the news are buffer overflow problems that let a cracker execute arbitrary code, usually allowing the take over the host, and denial of service attacks that bring down a service or the entire host.

VOS does two things that prevent a buffer overflow attack from allowing a cracker to execute arbitrary code. On 68K and i860 systems overrunning a buffer will corrupt the current and or the calling routine’s stack frame, it cannot corrupt any code pages. On Continuum systems a buffer overflow can only corrupt the current stack frame and possibly the fence area between the stack and the heap but again not any code pages. Touching the fence area will generate a hardware fault. In addition the heap and stack area pages are marked as non-executable so there is almost no way that a buffer overflow could write instructions that would then be executed. The exception is if the executing program is designed to run commands, for example some kind of remote shell program, then it’s possible that a cracker could trick it into running a command that it would not ordinarily run. But other than that a cracker cannot force a program to execute anything on a VOS module. 

Unfortunately, it is that it is very hard to prevent a denial of service attack. These attacks take two forms, sending an incorrectly formatted packet which causes the application or the TCP stack to fail or just sending such a large volume of connection request packets that the application or TCP stack is swamped.  If the source address of these packets is unreachable (the usual attack methodology) the connections remain in a half open state, which consumes socket resources for several minutes. Starting in releases 14.3.1al, 14.4.0ab, and 14.5 (see stcp-1512) STCP can reduce the time that connections stay in a half open state. If you want to make this change please contact the CAC for the procedure and reference alert 1892. OS_TCP doesn’t let you reduce this half open time. All you can do is increase the listen backlog of your application to a point where the backlog is large enough to handle the volume of attacking packets and the real connection request packets from your clients. A better approach for OS_TCP and something that would also work for STCP would be a firewall or router that could monitor connections and reset the half open connection if it takes too long to complete or in Cisco’s case actually intercept the connection request and complete the connection on behave of the server. Then once the connection is established it hands it off to the server. Cisco calls this feature “TCP Intercept”.

Summary

1) Make sure that your passwords are hard to guess (use RADIUS with secure tokens and make it impossible)

2) Educate against social engineering

3) Review the privileged status of all the users

4) Review the ACLs on your commands

5) Turn on security logging and review the security and syserr_logs daily

6) If you are using STCP on 14.4 use TCP_Wrappers and review its logs too

7) Remove the neat login image and replace it with something boring and full of legalese

8) Remove the module name and VOS release from the login banner

9) Remove identifying information from FTP and SNMP

10) Don’t run any network service unless you positively have to

11) Review the ports that the module is listening on and the IP addresses that it has connections too

12) Turn IP forwarding off unless you really need it on

13) Turn off the FTP proxy feature

14) Don’t run SNMP without changing the community strings

15) Use strong OSPF authentication

16) Don’t provide sensitive information via NFS

17) Use switches instead of hubs

18) Put your own firewall in front of the module

19) Don’t worry about buffer overflow exploits reported in the media
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