When debugging a TCP/IP performance or connectivity problem its always a good idea to check the low level Ethernet statistics. If there is a problem at the Ethernet layer it really doesn’t matter what you find at the IP, TCP, or application layers. After all, if the car doesn’t go, discovering that its out of gas doesn’t help if you don’t also realize its on blocks.

In this article I’ll cover VOS in later articles I’ll discuss FTX and HP-UX.

The low level Ethernet statistics can be displayed via the TCP_OS command



netstat -detail #device

or the STCP (to be released with 14.1) command



netstat -interface #device

where #device is the name of the device associated with the Ethernet NIC. See figures 1 and 2 for examples. The section of the output labeled MAC Statistics holds the low-level statistics.

Table 1 describes the meaning of each statistic but like any collection of statistics some are more useful than others.

The fields that I look at first are the 3 receive fields. If these values are 0 or not changing over time it tells me that the card is probably not plugged into the network. Even when connected to a quite network with only a few hosts there will be a number of broadcast or multicast frames that should be recorded. It’s also possible that card is connected to a faulty hub or switch – one that is not forwarding traffic. If the multicast/broadcast counter is going up but the received frames is not then I would suspect that while the card is connected to a network its not the network that the card is configured for.

Another field that always catches my eye is the SQE error. SQE is a signal that travels from the transceiver to the card after a frame is transmitted. If this signal is not transmitted the K104 LANCE chip goes though a self-test. This test takes a significant amount of time and if a frame arrives during the test it is ignored. If SQE is not turned on then communication with 1 workstation may be fine but one right next to it may always fail. It’s all a matter of timing, does the reply come back before or after the self-test completes. It’s not unusual for a transceiver to be swapped out and the new transceiver to not have SQE turned on. The K104 requires SQE to work correctly. It’s not an issue with the K450 (the K460 and U713 do not require an external transceiver). I recommend that the all transceivers connected to the Stratus module have SQE turned on so that you don’t have to remember which card requires it and which does not. The key to recognizing when SQE is not on is that the SQE error counter goes up in parallel with the Transmitted frames counter. There may not be a perfect one for one match but it will be very close. 

Ideally there should be no late collisions. A late collision is a collision that occurs after the 64th byte of data. It can happen because the network exceeds the maximum distance or there is a NIC that is not doing carrier sense before starting to transmit. That is, it is not checking to see if there is already a transmitter before starting to transmit itself. It can also happen if you are moving cables around and plugging and unplugging them. A random signal can be generated when the cable is plugged or unplugged. A network can exceed the maximum distance when its cables are too long (not very frequent) or there are too many hubs (more common). Under 10Base-T or with co-axial cable you can have up to 4 repeaters between any 2 hosts. Under 100Base-T the number drops to 3 under very stringent conditions, even 2 repeaters takes careful planning. People who just swapped out their 10mbps hubs for 100mbps hubs will run into problems. The second problem, NICs not doing carrier sense can be caused by either a faulty NIC or a NIC configured for full duplex. By definition a full duplex NIC does not do carrier sense. If the Stratus NIC is connected to a switch with a NIC configured for full duplex but the Stratus NIC is configured for half duplex there will be many problems – including late collisions. Note that only the K460 and the U713 can be configured for full duplex. The cause of any late collisions should be investigated, a few collisions caused by plugging and unplugging patch cables are not significant but if you see lots of late collisions you need to find the cause.
I don’t typically see a large number of excessive retries and a few are not significant. However, if the number is a significant percentage of transmitted frames and there are even more reties and deferrals I would start to seriously consider partitioning the network. It’s just too busy. If there are a significant number of excessive reties without a larger number of single and multiple retries I would start investigating the cabling. Echoes (on coax) or cross talk (on UTP) may be creating a problem. Also make sure that the switch that card is connected to is not configured for full duplex while the card is configured for half duplex. 

The last two fields that I typically look at are Receive frame discarded, improper framing and bad CRC. Both indicate corruption from somewhere, possibly a bad NIC but more likely the problems are induced in the cabling or configuration errors. The configuration error happens when the card is configured for full duplex but the switch or hub that it’s connected to is configured for half duplex. A small number of framing and CRC errors are unavoidable but too many will cause performance and connection problems. The rule of thumb that I use is that there should be no more than 1 or these errors (CRC or framing) per megabyte of data received.

Table 1

What each statistic means

Received frames
Number of frames received that were addressed to the interface.

Received multicast and broadcast frames
Number of multicast and broadcast frames received.

Received octets
Number of octets (8-bit bytes) received including framing octets.

Transmitted frames
number of frames transmitted.

Transmitted octets
Number of octets transmitted, including framing octets.

LAN chipset re-initialized
Number of times the LANCE ship was reinitialized.

SQE error
Number of SQE test failures

Transmit ring full
Number of times that the module sent a frame down for transmission and the card had no buffer space to hold the data.

Transmit frame discarded, late collision
Number of late collisions

Transmit frame was deferred
Number of times a frame transmission was deferred. A deferral happens when the card tests the carrier prior to transmission and finds that the network is already in use by another host.

Transmit frame after a single retry
Number of times that a frame transmission was tried once prior to a successful transmission. Basically, the first time there was a collision and the second time the transmission completed without problems.

Transmit frame after multiple retry
Number of times more than 1 retry was required but fewer than the maximum 16 retries.

Transmit frame discarded, excessive retry
Number of times a frame could not be successfully transmitted after 16 retries.

Receive frame discarded, lack of buffers
Number of times that data arrived from the network but the card did not have any buffers to send it up the protocol stack.

Receive frame discarded, improper framing
Number of times that a frame arrived that did not contain an integer multiple of 8 bits.

Receive frame discarded, an overflow
similar to lack of buffers.

Receive frame discarded, bad CRC
Number of times that a frame arrived with proper framing but a bad CRC.

Received frame discarded, bad address
Number of times the card received a frame for an address that is not configured.

Received frame discarded, congestion
similar to lack of buffers.

Figure 1

Low-level Ethernet statistics displayed with the netstat command under VOS TCP_OS

netstat -detail #e1.20.13

Interface Summary:

Interface Number: 0     Device Name: #e1.20.13       IP Address: phxcac-m1.az.st

+ratus.com

Maximum Transmit Unit (MTU): 1500

Line Speed                 : 10000000

Administrative Status      : UP

Operational Status         : UP

                         INPUT          OUTPUT

                         -----          ------

  Packets           :     29505797       15519209

  Octets            :     3088867111     1595103244

  Errors            :     0              0

  Discards          :     899477         10

  Ucast Packets     :     29469832

  NUcast Packets    :     35965

  Out Qlen          :     0

  Unknown Protocols :     899477

MAC Statistics:

MAC Type   : CSMA/CD                             MAC Address: 00:00:a8:00:a2:0f

  Received frames                          : 8035654

  Received multicast and broadcast frames  : 5402950

  Received octets                          : 1774291817

  Transmitted frames                       : 8060548

  Transmitted octets                       : 969681182

  LAN Chipset re-initialized               : 3

  SQE error                                : 484

  Transmit ring full                       : 0

  Transmit frame discarded, late collisions: 0

  Transmit frame was deferred              : 2602

  Transmit frame after a single retry      : 372

  Transmit frame after multiple retry      : 367

  Transmit frame discarded, excessive retry: 0

  Receive frame discarded, lack of buffers : 312

  Receive frame discarded, improper framing: 0

  Receive frame discarded, an overflow     : 0

  Receive frame discarded, bad CRC         : 1

  Receive frame discarded, bad address     : 0

  Receive frame discarded, congestion      : 0

MAC Summary:

  Transmitted frames         : 8060548

  Transmitted octets         : 969681182

  Retransmitted frames       : 3341

  Received frames            : 13438604

  Received octets            : 1774291817

  Received invalid frames    : 312

ready  09:53:23

Figure 2

Low-level Ethernet statistics displayed with the netstat command under VOS STCP

netstat -interface #stcp_k104.m13.10.12

MAC Statistics:

MAC Type   : CSMA/CD                             MAC Address: 00:00:a8:8e:80:4a

  Received frames                          : 1576

  Received multicast and broadcast frames  : 57940

  Received octets                          : 12581473

  Transmitted frames                       : 8200

  Transmitted octets                       : 825500

  LAN Chipset re-initialized               : 1

  SQE error                                : 93

  Transmit ring full                       : 0

  Transmit frame discarded, late collisions: 0

  Transmit frame was deferred              : 8

  Transmit frame after a single retry      : 0

  Transmit frame after multiple retry      : 0

  Transmit frame discarded, excessive retry: 29

  Receive frame discarded, lack of buffers : 0

  Receive frame discarded, improper framing: 0

  Receive frame discarded, an overflow     : 0

  Receive frame discarded, bad CRC         : 0

  Receive frame discarded, bad address     : 0

  Receive frame discarded, congestion      : 0

MAC Summary:

  Transmitted frames         : 8200

  Transmitted octets         : 825500

  Retransmitted frames       : 8

  Received frames            : 59516

  Received octets            : 12581473

  Total of lost frames       : 0

ready  10:01:09

