Multihoming is Simple

At least it’s simple if you remember some simple IP routing rules. But first, what is multihoming? Multihoming is nothing more than having 2 or more network interface cards with different IP addresses on the same system. Don’t confuse multihoming with DLMux (for VOS) or RNI (for FTX). With DLMux and RNI you have multiple interface cards but they have the same IP address. This provides fault tolerance in the event of a network interface card or cable failure but it is not multihoming. Or course, even with DLMux and RNI you can define 1 group of cards to have 1 IP address while another group has a different IP address so you can still have a multihomed system using DLMux or RNI, it just takes more network interface cards.

Multihomed systems can be divided into 2 groups. In the first group each IP address is on a different network or subnetwork. In the second group at least 2 of the IP addresses are on the same network or subnetwork. It's systems in the second group that seem to have the most problems. All due to confusion about routing.

There are two types of routes, directly connected or local routes and gateway or non-local routes. Directly connected routes are routes for destinations on a local network, that is a network or subnetwork that is directly connected to one of the network interface cards on the system. Gateway routes are routes for destinations on a network or subnetwork that is not directly connected to one of the system's network interface cards.

If a system has only 1 network interface card then both types of routes will use the same card. But in a multihomed system the rules are slightly different. If the network interface cards are on different networks or subnetworks there is not much difference. When you define a route to a destination you specify the IP address of the router. The system automatically selects the network interface card that is directly connected to the router. that is, is on the same network or subnetwork as the router. But if there are several network interface cards directly connected to the router then the system uses the last configured interface for directly connected routes and the first configured interface for gateway routes.

The use of two different interfaces can create a seeming paradox, the ability to ping everything on the far side of a router but not the router itself. Since the router is directly connected the last configured interface is used when you ping the router but when you ping a host on the other side of the router the gateway route using the first configured interface is used. If there is a cabling problem with the last configured interface these are the symptoms you will see.

On the other hand if the cabling problem is on the first configured interface you will be able to ping all directly connected systems, including the router but not anything on the far side of the router. It's typical in this case to jump to the conclusion that the router is at fault. On a system with only 1 network interface card on the subnetwork this would almost certainly be the case but on a multihomed system you have to look deeper..

Just to make life a tad more uncertain the definition of first and last is not cast in stone. Using the ifconfig command to bring an interface down and then back up will change its order. But the association between interface and routes is static so in order to change the interface that a route will use you need to change the order by bringing the interface down and back up and then delete and re-add the route. 

How can you sure which interface is being used for which route. Two ways, both use the netstat command with the arguments "nr" to display the routing table. First the last column displayed shows the interface associated with each route. This works fine for gateway routes where you typically have defined only 1 router for each destination. But what about for the directly connected route. Each interface will have its own entry in the routing table. In this case you can look at the "use" column. One of the entries will typically be 0 while the other will not.

In the following example we define two interfaces on the 172.31 subnetwork then define a gateway route. We then send 5 pings to a directly connected interface and 6 to a remote destination using the gateway route. Neither destination actually exists but the ping packets are still sent and the routes are still used, as you can see from the use column on the netstat display. The 5 pings to the local destination used the last configured interface, #e4.22.9 while the 6 pings to the remote destination used the first configured interface, #e4.20.13. The route to the local subnetwork using the first configured interface maintains a use count of 0.

ifconfig %phx_test#e4.20.13 172.31.1.1 -state up -netmask 255.255.0.0

%phx_test#e4.20.13: <UP,BROADCAST,NOTRAILERS,RUNNING>

172.31.1.1 netmask 0xffff0000 broadcast 172.31.255.255

ifconfig %phx_test#e4.22.9 172.31.1.123 -state up -netmask 255.255.0.0

%phx_test#e4.22.9: <UP,BROADCAST,NOTRAILERS,RUNNING>

172.31.1.123 netmask 0xffff0000 broadcast 172.31.255.255

Route add 10.0.0.0 172.31.1.100 1

add net 10.0.0.0: gateway 172.31.1.100

ping 172.31.1.101 5

PING 172.31.1.101: 64 bytes (56 data)

----172.31.1.101 PING Statistics----

5 packets transmitted, 0 packets received, 100% packet loss

ping 10.1.1.1 6

PING 10.1.1.1: 64 bytes (56 data)

----10.1.1.1 PING Statistics----

6 packets transmitted, 0 packets received, 100% packet loss

netstat -nr
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